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Abstract

People can immediately and precisely identify that an im-
age contains 1, 2, 3 or 4 items by a simple glance. The
phenomenon, known as Subitizing, inspires us to pursue
the task of Salient Object Subitizing (SOS), i.e. predicting
the existence and the number of salient objects in a scene
using holistic cues. To study this problem, we propose a
new image dataset annotated using an online crowdsourc-
ing marketplace. We show that a proposed subitizing tech-
nique using an end-to-end Convolutional Neural Network
(CNN) model achieves significantly better than chance per-
formance in matching human labels on our dataset. It at-
tains 94% accuracy in detecting the existence of salient ob-
jects, and 42-82% accuracy (chance is 20%) in predicting
the number of salient objects (1, 2, 3, and 4+), without
resorting to any object localization process. Finally, we
demonstrate the usefulness of the proposed subitizing tech-
nique in two computer vision applications: salient object
detection and object proposal.

1. Introduction
How quickly can you tell the number of salient objects

in each image in Fig. 1? It was found over a century ago
that people are equipped with a remarkable capacity to ef-
fortlessly and consistently identify 1, 2, 3 or 4 items by
a simple glance [27]. This phenomenon, later coined by
Kaufman, et al. as Subitizing [29], has been observed under
various measurements [6, 37]. It is shown that apprehen-
sion of small numbers up to three or four is highly accurate,
quick and confident, while beyond this subitizing range, the
feeling is lost. Accumulating evidence also shows that in-
fants and even certain species of animals can differentiate
between small numbers of items within the subitizing range
[18, 25, 17, 40], suggesting that subitizing may be an in-
born numeric capacity of humans and animals. It is spec-
ulated that subitizing is a preattentive and parallel process
[18, 52, 54], and that it can help humans and animals make
prompt decisions in basic tasks like navigation, searching
and choice making [42, 24].

Figure 1: How fast can you tell the number of prominent
objects in each of these images?

In this paper, we propose a subitizing-like approach to
estimate the number (0, 1, 2, 3 and 4+) of salient objects in a
scene, without resorting to any object localization process.
Solving this Salient Object Subitizing (SOS) problem can
benefit many computer vision tasks and applications.

Knowing the existence and the number of salient objects
without the expensive detection process (e.g., sliding win-
dow detection) can enable a machine vision system to se-
lect different processing pipelines at an early stage, making
it more intelligent and reducing computational cost. For ex-
ample, SOS can help a computer vision system suppress the
object detection process, until the existence of salient ob-
jects is detected, and it can also provide cues for selecting
among search strategies and early stopping criteria based on
the predicted number. Differentiating between scenes with
zero, a single and multiple salient objects can also facilitate
applications like robot vision [45], egocentric video sum-
marization [31], snap point prediction [57], iconic image
detection [7] and image thumbnailing [14], etc.

To study the SOS problem, we provide a new image
dataset of about 7000 images, where the number of salient
objects in each image has been annotated by Amazon Me-
chanical Turk (AMT) workers. In Fig. 2, we show some
sample images in the proposed SOS dataset with the col-
lected ground-truth labels. Although there are no bounding
box annotations accompanying the numbers, it is usually
pretty straightforward to see which objects these numbers
refer to. The annotations from the AMT workers are further
analyzed in a more controlled offline setting, which shows a
high inter-subject consistency in subitizing salient objects.

Our ultimate goal is to develop a fast and accurate com-
putational method to estimate the number of salient objects
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Figure 2: Sample images of the proposed SOS dataset. These images cover a wide range of content and object categories.

in natural images. The trivial counting-by-detection ap-
proach is quite challenging in this scenario, due to cluttered
background, occlusion, and large appearance, position and
scale variations of the objects in everyday images (see our
collected images in Fig. 2). Instead, inspired by the psy-
chological observation that the subitizing is likely to be ac-
complished by recognizing holistic patterns [26, 37, 15, 9],
the proposed SOS method bypasses the challenging salient
object localization process by using global features.

An implementation of our SOS method using an end-
to-end Convolutional Neural Network (CNN) classifier at-
tains 94% accuracy in detecting the existence of salient ob-
jects, and 42-82% accuracy (chance is 20%) in predicting
the number of salient objects (1, 2, 3, and 4+) on our dataset,
without resorting to any intermediate saliency map compu-
tation or salient object detection. These results are quite en-
couraging, considering that our CNN-based SOS method is
capable of processing an image in a couple of milliseconds.

To summarize, the key contributions of this paper are:

1. We formulate the Salient Object Subitizing (SOS)
problem, which aims to predict the number of salient
objects in a scene without resorting to any object lo-
calization process.

2. We provide an annotated benchmark dataset for evalu-
ation of SOS methods.

3. We present a simple CNN-based implementation of
SOS, which achieves promising results, while being
capable of processing an image in a few milliseconds.

4. We demonstrate applications of the SOS technique in
guiding salient object detection and object proposal
generation, resulting in state-of-the-art performance.

In the task of salient object detection [35, 48], we
demonstrate that SOS can help improve accuracy by iden-
tifying images that contain no salient object. In the task
of object proposal generation [59, 2], we present a simple
content-aware proposal allocation approach using SOS, and
show consistent improvement over state-of-the-art.

2. Related Work

Salient object detection. Salient object detection aims
at localizing salient objects in a scene by a foreground mask
[1, 13] or bounding boxes [35, 23, 21, 48]. However, exist-
ing salient object detection methods assume the existence
of salient objects in an image. Furthermore, those methods
are often optimized for images that contain a single salient
object [33, 8]. Thus, counting salient objects using existent
salient object detection methods can be quite unreliable.

Detecting the existence of salient objects. Some works
address the problem of detecting the existence of salient ob-
jects in an image. In [55], a global feature based on several
saliency maps is used to determine the existence of salient
objects in thumbnail images, assuming an image either con-
tains a single salient object or none. In [45], saliency his-
togram features are exploited to detect the existence of in-
teresting objects for robot vision. It is worth noting that the
testing images in [55, 45] are substantially simplified com-
pared to ours, and the methods of [55, 45] cannot provide
information about the number of salient objects.

Automated object counting. There is a large body of
literature about object counting based on density estima-
tion [32, 5], object detection/segmentation [50, 38, 3] and
regression [10, 11]. These works usually rely on category-
dependent training, and assume that the target objects have
similar appearances and sizes. The proposed SOS problem
is quite different from these counting approaches, in that it
targets at category-independent inference of the number of
generic salient objects, whose appearance can dramatically
vary from category to category, and from image to image.

Modeling visual numerosity. Some researchers exploit
deep neural network models to analyze the emergence of
visual numerosity in human and animals [49, 60]. In these
works, abstract binary patterns are used as training data, and
the researchers study how the deep neural network model
captures the number sense during either unsupervised or su-
pervised learning. Our work looks at a more application-
oriented problem, and targets at inferring the number of
salient objects in natural images.



Figure 3: Example labeled images for AMT workers. The
number of salient objects is shown in the red rectangle on
each image. There is a brief explanation below each image.

3. The SOS Dataset
We describe the collection of the Salient Object Subitiz-

ing dataset, and then provide the labeling consistency anal-
ysis of the annotation collected via Amazon Mechanical
Turk. The dataset is available on our project website1.

3.1. Image Source

To collect a dataset of images with different numbers
of salient objects, we gathered a set of images from three
object detection datasets, COCO [34], ImageNet [44] and
VOC07 [19], and a scene dataset, SUN [56]. This prelimi-
nary set is composed of about 17000 images in total. 2000
images are from the SUN dataset, and about 5000 images
are from each of the other three datasets.

For VOC07, the whole train and validation set is in-
cluded. We limit the number of images from the SUN
dataset to 2000, because most images in this dataset do
not contain obviously salient objects, and we do not want
the images from this dataset to dominate the category for
no salient object. The 2000 images are randomly sampled
from SUN. For the COCO and ImageNet dataset2, we use
the bounding box annotations to split the dataset into four
categories for 1, 2, 3 and 4+, and then sample an equal num-
ber of images from each category, in the hope that this can
help balance the distribution of our final dataset.

3.2. Annotation Collection

We used the crowdsourcing platform Amazon Mechan-
ical Turk (AMT) to collect annotations for our preliminary
set of images. We asked the AMT workers to label each im-
age as containing 0, 1, 2, 3 or 4+ prominent objects. Several
example labeled images (shown in Fig. 3) were provided
prior to each task as an instruction. We purposely did not

1http://www.cs.bu.edu/groups/ivc/Subitizing/
2We use the subset of ImageNet images with bounding box annotations.

Table 1: Distribution of images in the SOS dataset

category COCO VOC07 ImageNet SUN total
0 271 184 233 943 1631
1 1236 1388 478 88 3190
2 314 376 272 34 996
3 92 74 555 17 738

4+ 151 119 72 3 345
total 2064 2141 1610 1085 6900

Figure 4: Sample images with divergent labels. These im-
ages are a bit ambiguous about what should be counted as
an individual salient object.

give more specific instructions regarding some amibiguous
cases for counting, e.g. counting a man riding a horse as
one or two objects. Each task, or HIT (Human Intelligence
Task) was composed of five images with a 2-minute time
limit, and the compensation was one cent per task. All five
images in one task were displayed at the same time. The
average completion time for each task was about 20s. We
collected five annotations per image from distinct workers.
About 260 distinct workers contributed to this dataset, and
90% of the tasks were completed by 60 workers.

A few images do not have a clear notion about what
should be counted as an individual salient object, and la-
bels on those images tend to be divergent. We show some
of these images in Fig. 4. We exclude images with fewer
than four consensus labels, leaving 6900 images for our fi-
nal SOS dataset. In Table 1, we show the joint distribu-
tion of images with respect to the labeled category and the
original dataset. The category distributions of the images
from COCO and VOC07 are very similar, and the major-
ity of the images from the SUN dataset belong to the “0”
category. The ImageNet dataset contains more images with
three salient objects than the other datasets.

3.3. Annotation Consistency Analysis

During the annotation collection process, we simplified
the task for the AMT workers by giving them 2 mins to la-
bel five images at a time. This simplification allowed us to
gather a large number of annotations with reduced time and
cost. However, the flexible viewing time allowed the AMT
workers to look closely at these images, which may have
had an influence over their attention and their answers to the
number of salient objects. This leaves us with a couple im-

http://www.cs.bu.edu/groups/ivc/Subitizing/
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Figure 5: Averaged confusion matrix of our offline human
subitizing test. Each row corresponds to a ground-truth cat-
egory labeled by AMT workers. The percentage reported in
each cell is the average proportion of images of the category
A (row number) labeled as category B (column number).
For over 90% images, the labels from the offline subitizing
test are consistent with the labels from AMT workers.

Table 2: Human subitizing accuracy in matching category
labels from Mechanical Turk workers.

sbj.1 sbj.2 sbj.3 Avg.
Accuracy 90% 92% 90% 91%

portant questions. Given a shorter viewing time, will label-
ing consistency among different subjects decrease? More-
over, will shortening the viewing time change the common
answers to the number of salient objects? Answering these
question is critical in understanding our problem and data.

To answer these questions, we conducted a more con-
trolled offline experiment based on common experimental
settings in subitizing literature [6, 37]. In this experiment,
only one image was shown to a subject at a time, and this
image was exposed to the subject for only 500 ms. After
that, the subject was asked to tell the number of salient ob-
jects by choosing an answer from 0, 1, 2, 3, and 4+.

We randomly selected 200 images from each category
according to the labels collected from AMT. Three subjects
were recruited for this experiment, and each of them was
asked to complete the labeling of all 1000 images. We di-
vided that task into 40 sessions, each of which was com-
posed of 25 images. The subjects received the same instruc-
tions as the AMT workers, except they were exposed to one
image at a time for 500 ms. Again, we intentionally omitted
specific instructions for ambiguous cases for counting.

Over 98% test images receive at least two out of three
consensus labels in our experiment, and all three subjects
agree on 84% of the test images. Table 2 shows the pro-
portion of category labels from each subject that match the
labels from AMT workers. All subjects agree with AMT
workers on over 90% of sampled images. To see details of
the labeling consistency, we show in Fig. 5 the averaged

0 vs 1

4+ vs 2

2 vs 1

4+ vs 0

4+ vs 1

4+ vs 0

Figure 6: Sample images that are consistently labeled by all
three subjects in our offline subitizing test as a different cat-
egory from what is labeled by the Mechanical Turk workers.
Above each image, there is the AMT workers’ label (left) vs
the offline-subitizing label (right).

confusion matrix of the three subjects. Each row corre-
sponds to a category label from the AMT workers, and in
each cell, we show the average number (in the brackets) and
percentage of images of category A (row number) classified
as category B (column number). For categories 1, 2 and 3,
the per-class accuracy scores are above 95%, showing that
limiting the viewing time has little effect on the answers in
these categories. For category 0, there is a 90% agreement
between the labels from AMT workers and from the offline
subitizing test, indicating that changing the viewing time
may slightly affect the apprehension of salient objects. For
category 4+, there is only 78% agreement, and about 13%
of images in this category are classified as category 0.

In Fig. 6, we show sample images that are consistently
labeled by all three subjects in our offline subitizing test
as a different category than labeled by AMT workers. We
find some labeling discrepancy may be attributed to the fact
that objects at the image center tend to be thought of as
more salient than other ones given a short viewing time (see
images in the top row of Fig. 6). In addition, some images
with many foreground objects (far above the subitizing limit
of 4 ) are labeled as 4+ by AMT workers, but they tend to
be labeled as category 0 in our offline subitizing test (see
the middle and right images at the bottom row in Fig. 6).

Despite the labeling discrepancy on a small proportion of
the sampled images, limiting the viewing time to a fraction
of a second does not significantly decrease the inter-subject
consistency or change the answers to the number of salient
objects on most test images. We thereby believe the pro-
posed SOS dataset is valid. The per-class accuracy shown
in Fig. 5 (percentage numbers in diagonal cells) can be in-
terpreted as an estimate of the human performance baseline
on our dataset.



4. Salient Object Subitizing
Since it remains an open problem to robustly detect

salient objects, we propose a Salient Object Subitizing
method for estimating the number of salient objects with-
out resorting to any object detection process. We bench-
mark several simple implementations of the SOS method to
demonstrate the value of this problem.

4.1. Global Image Features

Although salient objects can have dramatically differ-
ent appearance in color, texture and shape, we expect that
global geometric information can be used to differentiate
images with different numbers of salient objects. Therefore,
we evaluate HOG [16], GIST [51] and Improved Fisher
Vectors (IFV) [41] of dense SIFT [36], all of which are
gradient-based features and have been used for image clas-
sification. We also evaluate a spatial pyramid feature of
saliency maps, in the hope that saliency maps may provide
information about the composition of the foreground. Fi-
nally, inspired by the remarkable progress made by Convo-
lutional Neural Network (CNN) features in many computer
vision problems [22, 30, 43, 46], we try the CNN feature.
In [22], it is suggested that given limited domain specific
data, fine-tuning a pre-trained CNN model can be an ef-
fective and highly practical approach for many problems.
Thus, we fine-tune the pre-trained CNN model of [30] for
our problem.

The implementation details for each of the global feature
representations are as follows:

GIST. The GIST descriptor [51] is computed based on
32 Gabor-like filters with varying scales and orientations.
We use the implementation of [51] to extract a 512-D
GIST feature, which is a concatenation of averaged filter
responses over a 4× 4 grid.

HOG. We use the implementation by [20] to compute
HOG features. Images are first resized to 128 × 128, and
HOG descriptors are computed on a 16 × 16 grid, with the
cell size being 8 × 8. The HOG features of image cells
are concatenated into a 7936-D feature. We have also tried
combining HOG features computed on multi-scale versions
of the input image, but this gives little improvement.

IFV. We use the implementation by [12]. The code-
book size is 256, and the dimensionality of SIFT descrip-
tors is reduced to 80 by PCA. Hellinger’s kernel and L2-
normalization is used with this encoding. Weak geometry
information is captured by spatial binning using 1×1, 3×1
and 2×2 grids. Readers are referred to [12] for more details.

Saliency map pyramid. We use a state-of-the-art salient
object detection model [58] to compute a saliency map for
an image, and compute a spatial pyramid of a 8 × 8 and a
16 × 16 grid. Each grid cell contains the average saliency
value within it. The cells of the spatial pyramid are then
concatenated into a 320-D vector.

CNN feature. We use Caffe [28] for fine-tuning the
CNN model pre-trained on ImageNet [44]. Images are re-
sized to 256× 256 regardless of of their original aspect ra-
tios. The top-left, top-right, bottom-left and bottom-right
227×227 crops of a image are used to augment the training
data. We use Caffe’s default setting for training the CNN
model of [30], but reduce the starting learning rate to 0.001
as in [22]. We stop tuning after around 30 epochs, as the
training loss no longer decreases.

4.2. Experimental Settings

For training and testing, we randomly split the SOS
dataset into a training set of 5520 images (80% of the SOS
dataset) and a testing set of 1380 images. We train lin-
ear SVM classifiers for GIST, HOG, IFV and the saliency
map pyramid feature (SalPyr). The hyper-parameters of the
SVM are determined via 5-fold validation. According to the
validation results, we reduce the dimension of GIST, HOG
features to 100-D by PCA (Principal Component Analysis),
which slightly improves the validation accuracy. For the
CNN feature, we directly use the probabilistic output from
the fc8 layer as the final prediction scores.

In addition, we evaluate the performance of the pre-
trained CNN without fine-tuning (CNN wo FT). We apply
the same SVM training procedure on the 4096-D feature
output from the fc7 layer. Moreover, to see how well count-
ing can perform, we evaluate another baseline method that
counts the connected components of a binarized saliency
map. We use the state-of-the-art salient detection method
of [58], and binarize its saliency maps using Otsu’s method
[39]. Components with areas smaller than 1/100 of the
area of the largest component are removed to suppress small
components that can be caused by a cluttered background.
Since this counting-based method cannot determine the ex-
istence of salient objects in images, we only report its per-
formance in predicting the number of salient objects.

4.3. Results and Analysis

In Table 3, we show the Average Precision (AP) scores of
each baseline method. We use the implementation of [19] to
calculate AP. The baseline Chance generates random confi-
dence scores for each category, and we report the average
AP scores over 100 random trials.

The fine-tuned CNN achieves consistently better per-
formance vs. other baselines over all categories, giving a
mean AP score of 0.69. Fine-tuning gives about 15% rel-
ative performance gain over the pre-trained CNN feature
(CNN wo FT). The fine-tuned CNN attains over 90% AP
scores in predicting images with no salient object and with
a single salient object. We have also tried combining the
other features with CNN, but the performance does not fur-
ther improve.

The IFV feature significantly outperforms the other non-



Table 3: Average Precision (AP) of compared methods. The
best scores are shown in red color. The CNN feature signif-
icantly outperforms the other baselines.

0 1 2 3 4+ mean
Chance .28 .48 .19 .12 .07 .23

SalCount - .55 .21 .16 .11 -
SalPyr .41 .62 .36 .21 .09 .34
HOG .65 .62 .32 .29 .14 .40
GIST .69 .66 .32 .23 .22 .42
IFV .84 .69 .32 .24 .44 .50

CNN wo FT .92 .82 .34 .31 .56 .59
CNN .93 .90 .51 .48 .65 .69

CNN baselines in predicting images with no object and with
4+ objects. The GIST and HOG features give similar per-
formance, and they are consistently better than chance in
all categories. The saliency map pyramid (SalPyr) feature
achieves 0.36 AP in predicting the images that have two
salient objects, outperforming all the other baselines except
CNN. However, SalPyr is not as effective as HOG and GIST
in predicting the existence of salient objects in an image.

It is not surprising that the performance of the counting-
based method is barely better than chance. Counting based
on pixel connectivity is only reliable in idealistic cases,
where salient objects are separated and well detected. Many
images in the SOS dataset have cluttered backgrounds and
overlapping foreground objects, making the prediction of
the number salient objects a non-trivial task.

Fig. 7, shows the confusion matrix for our best baseline
method, using the fine-tuned CNN model. The percentage
reported in each cell represents the proportion of images
of category A (row number) classified as category B (col-
umn number). The accuracy (recall) of category 0 is 94%,
matching the human accuracy for this category in our hu-
man subitizing test (see Fig. 5). For the remaining cate-
gories, there is still a considerable gap between human and
machine performance, especially for categories with more
than one salient object (compare Fig. 5 with Fig. 7). The
recognition accuracy of category 2 is the lowest, and about
49% of the images in this category are confused with neigh-
boring numbers. The performance increase for class 4+
compared to 2-3 may be related to the fact that Images of
class 4+ tend to contain large groups of objects. This can
make the 4+ images more visually distinctive from images
with a much smaller number of objects. Sample results are
displayed in Fig. 8.

To gain further insight into the model learned by the best
baseline, we used the method of [47] to visualize the fine-
tuned CNN classifiers. Sample visualizations are included
in the supplementary material. The visualization results in-
dicate that the CNN captures some common visual patterns
for each category, especially for categories 2, 3 and 4+.
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Figure 7: Confusion matrix of our method using the fine-
tuned CNN feature. Each row corresponds to a ground-truth
category. The percentage reported in each cell is the pro-
portion of images of the category A (row number) labeled
as category B (column number).

Regarding the speed, the CNN-based method is capable
of processing an image within 3 milliseconds using a mod-
ern GPU [28]. Therefore, this technique is quite suitable for
many time-critical applications.

5. Application I: Salient Object Detection
In this section, we describe a simple application of the

SOS technique for improving the accuracy of salient object
detection. Salient object detection aims to automatically lo-
calize salient objects in an image. However, most salient
object detection methods assume the presence of salient ob-
jects in an image; as a consequence, these methods can out-
put unexpected results for images that contain no salient ob-
ject [55].

This suggests that we can exploit our CNN-based SOS
method to identify images that contain no salient objects, as
a precomputation for salient object detection methods. For
a given image, if our SOS method predicts that the image
contains zero salient objects, then we do not apply salient
object detection methods on that image. We have found that
this simple scheme can significantly improve efficiency and
reduce false alarms for salient object detection.

5.1. Experiment on the MSO Dataset

Existing salient object detection benchmark datasets lack
images that contain zero salient objects. Moverover, these
datasets usually have a majority of images where these is
only a single salient object. This makes the evaluation set-
tings of these benchmarks too simplified to simulate realis-
tic scenarios. In light of these drawbacks of past datasets,
we assembled a Multi-Salient-Object (MSO) dataset. The
MSO dataset has more balanced proportions of images with
zero salient objects, one salient object, and multiple salient
objects. We believe that this dataset provides a more realis-
tic setting to evaluate salient object detection methods. This
dataset will be publicly available.
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Figure 8: Sample results among the top 100 predictions for each category by the CNN-based subitizing classifier. The images
are listed in descending order of confidence. False alarms are shown with red borders and ground-truth labels at the top.

Table 4: Distribution of images with different number
salient objects in the MSO dataset.

#Sal. Obj. 0 1 2 3 4+ Total
#Image 338 611 155 100 20 1224

Images of the MSO dataset are taken from the test set
of the SOS dataset. We annotated a bounding box for each
individual salient object in an image. The number of bound-
ing boxes matches the ground-truth label provided by AMT
workers. We removed images with severely overlapping
salient objects. We also removed the images for which we
find it ambiguous to label the indicated number of salient
objects. This leaves us with 1224 images out of 1380 im-
ages from our SOS test set. As shown in Table 4, more than
50% images in our MSO dataset contain either zero salient
objects or more than one salient objects.

We test two state-of-the-art algorithms on our MSO
dataset: Edge Boxes (EB) [59], which is an object proposal
method, and LBI [48], which is a salient object detection
method. Both methods output a requested number of ranked
bounding boxes. We use the Intersection over Union (IOU)
to measure the match between predicted bounding boxes
and the ground truth. The IOU threshold is set at 0.5, as in
the PASCAL challenge [19]. We vary the number of output
bounding boxes for each method, and plot Precision-Recall
(PR) curves to measure overall performance, as in [48].

Fig. 9 shows the PR curves of the tested models with
and without suppressing outputs on the pre-detected back-
ground images using our CNN-based subitizing classifier.
By employing the subitizing classifier, the PR curve of each
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Figure 9: Precison-Recall curves of the compared meth-
ods on the MSO dataset. LBI+SBT (EB+SBT resp.) de-
notes the result of LBI (EB resp.), with output suppressed
for predicted background images using our subitizing clas-
sifier. The subitizing classifier improves the precision for
both tested methods. The numbers in the brackets are the
Average Precision scores.

method improves, and the Average Precision score attains
over 35% relative increase for both of the tested methods.
This improvement is attributed to the high accuracy of our
CNN-based subitizing classifier in identifying images with
no salient object (see Fig. 7). We suspect that further im-
provement can be obtained by incorporating the subitizing
predictions for other categories. For example, for images
predicted as containing a single salient object, we can pri-
oritize bounding boxes covering all the salient regions.

5.2. Cross-Dataset Generalization

To test how well the performance of our subitizing clas-
sifier generalizes to a different dataset for detecting the pres-
ence of salient objects in images, we evaluate it on the web
thumbnail image test set proposed in [55]. The test set in



Table 5: Recognition accuracy in predicting the presence of
salient objects on the thumbnail image dataset [55]. ∗We
show the 5-fold cross validation accuracy reported for [55].
While our method is trained on the MSO dataset, it gener-
alizes well to this other dataset.

[55] Ours
Accuracy 82.8%∗ 86.5%

[55] is composed of 5000 thumbnail images from the Web,
and 3000 images sampled from the MSRA-B [35] dataset.
50% of these images contain a single salient object, and the
rest contain no salient object. Images for MSRA-B are re-
sized to 130× 130 to simulate thumbnail images [55].

In Table 5, we report the recognition accuracy of our
CNN-based subitizing classifier, in comparison with the 5-
fold cross-validation accuracy of the best model reported in
[55]. Note that our subitizing classifier is trained on a differ-
ent dataset (SOS), while the compared model is trained on a
subset of the tested dataset via cross validation. Our method
outperforms the model of [55], and it can output the predic-
tion in a few milliseconds, without resorting to any salient
object detection methods. In contrast, the model of [55] re-
quires computing several saliency maps, which takes over 4
seconds per image as reported in [55].

6. Application II: Object Proposal
The goal of an object proposal method is to propose a

compact set of image regions that cover all the objects in a
scene [59, 2]. Object proposals can significantly improve
the efficiency of object detection. Usually, for object de-
tection, a fixed number of object proposals is used for each
image, regardless of any content information for the image.
However, for simple images, e.g. images with a small num-
ber of objects, a few proposals may suffice. Thus, we can
further improve the accuracy and efficiency of object pro-
posal methods by dynamically allocating a proper number
of proposals based on the image content.

We propose to apply our CNN-based subitizing classi-
fier to identify images with different numbers of dominant
objects, and selectively reduce the number of retrieved pro-
posals according to the predicted number of salient objects.

We test this approach on the VOC07[19] test set, using
three state-of-the-art object proposal methods, Edge Boxes
(EB) [59], MCG [4] and Selective Search (SS) [53]. Note
that our SOS dataset (used in training our model) does not
include images from the VOC07 test set.

Because in the VOC07 dataset, objects are annotated
regardless of whether they are salient or not, images pre-
dicted as containing no salient object can often have many
background objects annotated. Thus, using our CNN-based
subitizing classifier, we retrieve 1
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Figure 10: Recall rate against the avg. number of proposals
per image on the VOC07 test set, with IOU threshold at 0.7.
Left: using our subitizing classifier ([method]+SBT) con-
sistently improves the performance of all the tested meth-
ods. Right: the effect of the naı̈ve global threshold baseline
([method]+Thresh) is more method-dependent.

identified as containing 1, 2 or 3 salient objects, and N pro-
posals otherwise. We vary the retrieval number N , and cal-
culate the recall rate against the average number of propos-
als per image.

We compare the proposed approach with a naı̈ve global
threshold baseline. For an object proposal method, we dis-
card its output bounding boxes whose confidence scores are
below a global threshold T . By varying T , we can calculate
the aforementioned evaluation metric.

Fig. 10 shows the results. The global threshold baseline
improves EB, but fails to benefit the other two, and it even
slightly degrades the performance of SS. In contrast, the
proposed simple scheme based on subitizing consistently
improves all the tested methods, which shows that incorpo-
rating the subitizing information is generally beneficial for
the object proposal task.

7. Conclusion
In this work, we introduced the Salient Object Subitiz-

ing problem, which aims to predict the existence and the
number of salient objects in an image using global image
features, without resorting to any localization process.
We provided a new image dataset for this problem, and
showed that for a substantial proportion of images of
our dataset, the inter-subject labeling consistency is high.
Several global features were benchmarked, and the CNN
feature significantly outperformed the other ones. We
demonstrated that the simple application of our subitizing
technique can improve state-of-the-art methods for salient
object detection and object proposal. In addition, we
established a Multiple-Salient-Object dataset for evaluating
salient object detection methods in a more general setting.
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